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Multi-Instance Learning (General) Setting

• Training instances (e.g. sentences) : X = {x_i}, i = 1 . . .N 

• NO Labels at the instance level  

• Instead, we have labels for a group of instances (e.g. document)  

• Modelling: (assume binary setting)  

➡ Predict 1 if the given group contains at least 1 positive label 

➡ Predict 0 if the given group contains NO positive labels 

• Examples:  

➡ CV: Given an image whether a specific object of interest is present or not ? 

➡ NLP: Does a document speak about a topic of interest or not ? (if atleast one mention of the topic)



Focus of this paper

‣ Consider product reviews from Amazon - can easily obtain “group” level labels for sentiment 

‣ Generating labels at the instance-level (e.g. for sentences within reviews) is much more time 
consuming 

‣ Contribution:  

‣ An approach to the problem of  using group-level labels to learn instance-level 
classification models



An Example

‣ Observations:  

‣ Positively labelled reviews 
may still have a set of 
negative sentence mentions 
(and vice versa) 

‣ Hence, relax the MIL whole-
part assumption 

‣ Reformulation: The 
presence of a combination 
of instance types determines 
the label of the group



Modelling Approach



Task Specific Pre-Training

‣ Train a CNN to predict the 
document level label 

‣ Simultaneously learns sentence 
and document level 
representations 

‣ The representations hopefully 
capture task specific information  

‣ The intermediate sentence 
representations (x_i) will be 
useful in the next stage 



MIL Model

‣ Forward Pass: 

‣ Feed the sentence representations !
to the model to predict instance level 
labels  

‣ Aggregate sentence predictions !  
to obtain the document level prediction
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Shared Logistic Regression Layer 
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MIL Objective Function



MIL Objective Function

‣ K groups in a batch 

‣ Compute loss by comparing prediction 
to ground-truth (log loss)



MIL Objective Function

‣ N: total number of 
instances coming from 
all groups in a batch

‣ Kernel Function/
Distance Function to 
compute level of 
similarity or dis-
similarity between 
instances in a batch



MIL Objective Function

‣ Predictions made at the instance level. 

‣ But no ground truth available 

‣ Similar sentences should produce similar labels 

‣ Squared loss



MIL Objective Function

‣ K groups in a batch 

‣ Compute loss by comparing prediction 
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Loss Intuitions

‣ First Term: 

‣ Forces similar items across different 
groups to have similar labels and allows 
for inter-group knowledge transfer 

‣ Acts as a regularizer to leverage 
instance level similarity information

‣ Second Term: 

‣ Necessary for the multi-instance 
learning 

‣ Without the 2nd term, every instance 
can be assigned the same !  and the 
loss will be zero!

̂yi



Specific Form of the Loss Function

‣ RBF Kernel for the similarity function 

‣ Logistic Regression (only learnable 
parameters) 

‣ Aggregation of instance predictions via 
Averaging



Results



Group Level Prediction



Instance Level Prediction

‣ Created a evaluation set of 1000 reviews - containing sentence level labels (human annotated)
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